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Tangentspaceandlinearizationa
. Tangents
we want to generalize the definition of derivative

to functions f : M →N

but def a from calculus uses the linear

structure on IR
"

add

d ← f-
multiply

Dv f- Cp) = l im fCpthv
h → O h

but M and N don't have such linear structure

and what is v for a manifold !
so we first try to understand a vector v at a point p EIR

"

recall from calculus it was useful to consider the space
of vectors based at a point p E IR

"

V
,
t Vz

R
" "

u
.

these for a vector space that we denote IR:
we would like togeneralize this to a manifold M
since we don't have a linear structure on M we need

another way to think about vectors
"

judge a vector by its actions
"



to this end we define

a derivationatp EIR
"

is a linear map
D : c-CIR "

,
IR) → IR

such that

D Cfg ) = (Df ) gcp) t Hp)①g) product
rule

lemma 1-
-

:

i ) for any v E IRL the directional derivative
of f at p in the direction V

'Dot Cp) = Lingo ftp.ihvl-f#h

= Iz flptf v) lt = oun÷÷÷÷:÷÷÷÷:÷:::÷:÷:
Proof: i) Dv is clearly linear and satisfies the product

rule from. calculus

2) let x'
, . . . ,
x
" be the coordinate functions

Xi i IR
"

→ IR : Ix '. . . . ,
xn) it x "

set ri = D Xi E IR

given any function f : R
"

→ IR
,
then

f txtp ) - fcp) = Sj Ft ftpttx) dt



= Si ft f (p 't txt, . . . , pnttx
") dt

=
. S! ⇐ Xi 3¥ ( pt tx) dt

= ¥,

xi So
"

ftp.cpttxldt
--

= xigia,
'""

so fcxtp) = f- Ip) t÷, xiq.CH
and fix) = f Cp ) t ¥

,

(x'
'

-pi ) g. (x-p)

note : Dc = CD I = c D ( t ' t)

/
= c ( ④ 1) . It 1. (D1))

constant
function = c ( 24317 ) = 2(DC )

so D c = 0

thus

Df = DFW ! D ¥, pi ) g.Cx -p)

= I, ① xi-Wogf.oltpifpiPDg.cx.io)
= vigil)

if we set v =µ'm] then as above

Dof Ip) = . . .

= E Vigilo) = Df



so D= Dr E#

let Tp IR
"
= { set of derivations at p}

note : Tp IR
"

is a vector space

D. , D, E Tp IR
"

then define CD
,
tD) f- =D,ft Daf

and (r D,) f = r (D, f)

exercise : these are derivations

Thm
-

the map

M. → Tennian÷÷
Proof : from calculus we know this is a linear map

D
@+ aw,
f = Du f t a Dwf

lemma t says the map is onto.

to see the map is injective suppose
Du f = O for all f e (IR " )

let u

consider the ith coordinate function

xi : IR " → IR : Cx ; . . .,
xn) ↳ xi



then 0 = Dr xi =
,

viz; xi = v's

so V
-

- O
#

now given a manifold M and a point p e M

a derivational is a linear map
D : C
-cm) → IR

such that
DCf-g) = (Df) gcp) t fcp) (Dg)

set Tp M = { derivations at p}

as above Tp M is a vector space

Tp M is called thetangentspaceotmatpcoushould think of elements of Tp M as
"directional

derivatives
" and hence "tangent vectors

"

(and they are for M = Rn)

now if we have a smooth map

f : M → N

then we get a map
dfp : TPM → Tfcp,N

as follows
it v e Tp M and g E C

-(N)



then go f e (Nl )

so V (g of )
E IR

thus we set

dfpcr) (g) = Vcgof )

note: l ) dfplv) (g, tga ) = V (Cg, tga) of )
= of g, of ego

of)

linearity →= otg, of ) t VCgoof)
* v

= dfpcu) Cg,) t dfplv) Cga)

similarly dfpcv) Cag ) -- a dtpcv) (g)

2) dfpcv) ( gh ) = v (Cgh) of ) = v (§ of) (h of))

product
lolgot ))(h of Cp) ) + (gotCp))@ (HoH)

rule for v
= @fpcv) (g)) hfflp)) t g (Hpd [dfpcv) (HD

sodfpCv)ETf,
call dfp thedctferentia-lotfatpexeru.se

: i ) dfp : Tp M → Tfw, N is a linear map

z) f : M -7N, g : N-7 W
,
then

dig of )p= (dgfip, ) o@fp ) chain rule !



3) idm : M → M then

dida) p = idTpm
4) f :M →N a diffeomorphism , then

dfp an isomorphism

Th ' 3 .
I

-

let U E M be an open set, then

i : U → M

the inclusion map , iinduces an isomorphismgo.aypeyip.qu.gg#
note: from the Theorem we can compute the dimension

of Tp M .
To see this let 4 : U→ V' be a

coordinate chart for M about p

Tp M E Tp U V ET IR
"
= IR

"
= IR

"

Tufa , ¥ TMP) p Kp) p pep)

exercise That 3 THE2
above

"

dmiensionofTpM-#
to prove the theorem we need



lemma 4 '

I

#

If f. g E C
-(M) and f- =g on an open setwntawiingpuhezfograHvETp€

Proof : let h -- f -g

there is some open set 0 set
. p

c-O and h -- O on O

from the end of last section there is a
"

bump
l l

function 4 e CMI such that

Yp
-

- I - bynmomrhfeusftosetion ' ) 4 = 0 on a neighborhood of p
2) 4 = 1 outside O

so 4h = h since 4=1 where ht O

"w

vcu ) = wth ) = @ 4) ht't etich )
= 0

so of - Vg = off -g) - O L#

ProofofThm we know dip is a linear map so we just
need to show it is bijective

Injective: suppose v C- Tp V and dipCv) -- o in Tp M

so dip (v) : (m)→ IR is the zero map



we want to show v : C
-(u) → IR is also zero map

given f E C
- IU) we need to extend it to M

to do this we use bump functions !

i.e
.
there are open sets Op C Op

'

c U

set
. p t Op and there is a

function 4 : M→ IR st .

4=1 on Ep and 0 outside Op
'

now set

f = { Yo f on V

O outside U

clearly I e Cm)
by hypoth .

now d

vf = v#t ) = v ( Ioi ) = dip cu) ft ) = O
p u w

lemma 4 since Ioi = flu tdef" dip
agree on Op

since f c-CTU) was arbitrary, v

Surjective : let ve Tp M

for any f e C- (u) let I be as above

and define Tf = of

it is clear T : C
-
Lu) → IR is a derivation

T if not clear check it !

and note for all g E (M )



dip CF )g = I lgoi )

= ILglu ) -- V ( GI )
= v g
T
lemma 4 since

g. GI agree on Op

thus dip (E) = v and dip is surjective f#

localcoorduiaterepresentationofve.cc#
recall Th ' 2 says for any D C- TpIR

"
there is a

vector v E Rpn set
.
D= Dry directional

derivative

thus given wordinants (x's . .
. ,
xn ) on IR

"

we get a basis {¥
,

. .
.

,
In } for Rnp

and we can write
v= ¥

,

rizzi

now given a coordinate chart to : U→ V for

a manifold M

for any p C- U and u t Tp M

we can consider d Gpcr) E Tap, N
"
= Pinup)

'°

dolph = v
'
'

Ii
for some wi E IR



and

✓ = video - '

top,#i)
-

we will abuse notation and denote this Fyi
so Ifi can mean a vector in Rnap, or
in Tp M depending on context

but recall Q identifies U and V so we

really should not distinguish things in
U and V ( but recall we need to for this )

if we want to emphasize Fyi as
a vector in TpM we write "¥ .

"

so {¥',...,Fxn}isabasistorTpM
using the chart to : U→ V

now suppose I :O → I is another coordinate chart
for M nearp

µ

Rn s y IR
"

t - toex: . . .
,
xD TO 04" Cy; . . ., yn)



a vector v e Tp M can be written

v = Evi#i using to
1=1

and

v --¥, tipi using to

how do these representations relate ?

note : too ol
' '

Cx: . . .

,
xn) = Cy

'

Ix: . . , xD, . . .

, yncx
'

,
. . .,
xn ) )

each y
'

'

: lolUnf ) → IR is

the ith coordinate function

recall that to find the coefficients of a vector

we E wi Fyi
we just see how w

"

acts
"

on the coordinate

functions

w Cy;) = w
'
'

Ii lyi ) = wi

so consider vector
d

@Fool
-'

top, #i) ly i )
= i ly 's of of

'

) top,
directional DZ

,
ily " x's . . . , xn ) ) lap,

derivative
= z y

'
'

Ii (Ocp
))



so
d too 9- 'loup,¥i=¥, Herd Fyi

this shows how to
"

change bases
"

from

Ix i to Fyi

exercise: it v -- ⇐ Viki Cin lo words )

then v --÷
,

wi Zyj (in' To words )

where wi=÷¥ ④

( in vector notation f: -

- 13¥11 I
← Jacobcoin of Took

'

( this illustrates the use of supper scripts
Einstein summation convention : sum over

repeated upper and lower indices

i.e .
④ can be written wi . vi )

"

physcisdefinition.oftangentspaceatange.atvector at p EM is an assignment of
n numbers to each coordinate chart containing p
that transform according to ④ mention story of( Karen and Dennis )

exercise : show this is equivalent to our definition
of tangent vectors



now let's see what dfp is in local coordinates

given
f : M -→ N

a smooth function

let lo : V→ V be a word. chart forM about p

and of :O→I be a word. chart for N about tcp)

to

fol to
IR
"

""

for
( x's . . . ,xm) OTHcp)) ly ', . . ., yn )

if v E Tp M then

dfplv) =D ( F
-'

off of of
- ') o 4)pv

=@I up,> od ④ of of
")
pyo ddp] to)chain →

"'e
-

- dot
-

jam, od④ o fool")µp, Ii)

as above given a function g : IRM→ IR
"

dgp : Tp Rm→ Igp, IR
"

is given by the tolu derivative ofg
[ from vector calc /analysis



dgp = Dg Ip) = ( 7¥ )
T t
total Jacobcain
derivative

where g Cx 's . . . , xD
-

- (y
'hi
, . . .,
xm)
,

. . . , y
"

Cx; . . ., xm))

so

dfplr) -- doffing, l D Coto too
') lol (÷

,

Vi# i)
= difam, I Him)) (E,

v
'
'

#it

-

- dei
'

... IfE. . ri) Fil
-

- E
,

I Iti ri ) "¥
"

"recall "Fyi
"

- doit:*,Fyi)
and

dfpl Ein ri "Ii
"

) = I l ? riff lol cm )
"

Fy;
"

that is

dfp¥3¥iH
in local coordinates

so dfp is a generalization of the total derivative
from calculus to manifolds !



Allernatedefuiitionoftangentvectorsa
curve in M is a smooth map

8 : Ca , b)→ M

( we can always reparameterize 8 so that
o c- Carb ) and 2lol is any preassigned
point in cm

-

age of 8)

let Pp = { 8 : la
,b) -7 M I No) =p }

set of curves through p
If 8

, 8 C- Pp we say V-ps if I a word. chart

to : U→ V about p

such that

It ( do 8) I
⇐ o

-

- dat I It
.

- o

T e
curves in IR

"

V

* →
*."

th -
a
' b

'

exercise : i ) this is true in one word chart about p
⇒

true in all word charts about p



2) this is an equivalence relation

now define Fp M = PrEp

exercise : use a coordinate chart to show FpM is a

vector space (and vector space structure

is independent of the word. chart) .

That:-
The map

E : Tpm → Tp M
[Ht Drim:::÷÷÷÷÷:

Proof:
one can easily check Dg is a derivation and

(using the exercise above) OI is linear so
we just need to check it is bijective

injective:

suppose Dj Dg
given a coordinate chart to : U→ V about p

(write to Cp) = (x
'

(p), . .
.

,
x
"Cp))



then Dylxil = Dglxi )
,

(/

F- 1%8/+0 It ":S It -- o

i. ÷*m
.

¥408) Teo=¥ixnos%⇒]=da*sH⇐o
and J-Er

surjective:
given VE TpM

let lo :Ut V be a coordinate chart
about p

set 8th = 91Mt @ ppm) t
→

c- To, IR
"
-

- Rnap, -- IR
"

and Nlt) = 4-
'

o ICH

note : if g : R -SIR
,
then

t x

dg! It ) c- Tgc, 112=-113
J V 1-7 Vix )

unit tangen vector v acting on
at any pt of IR word

.
funct.



so we think of dg. (Ze) e IR by

dg of⇒ = Edt (x.g) It .- o = dat 94=0
from above

now I

Dyf = fit for) # o -- d Hor) . (Ze)

= d ( fool
-'
o 5)

o
(Ze )

= dfpodoljcp, ( dat FIE o )
= d-f-pod4-4,p, Id4pm)

same as
= dtp (t) E Tfcp, IR

above Tv
= v.f

so I onto E#

now it f :M → N is a smooth function
,
then

dfp : Fp M → Ffep, N
[8) t [ to 0]

is simple ! (this can make computations
easier)

exercise: show this agrees with

dtp : Tp M → Tap,N

using E .



3waystothnikofTp#
① derivations on C

-

cm )

② paths through p
③ word . charts

there are ma# other ways

B.hinearizationandlocalbehavioroftunct.co#Keyldea
: o given f :M →N smooth

the
"

linearization
"

dfp : TpM→ Tap, N
should tell you about f near p

•

"

usually
" f and Ifp

"

look the same
"

nearp

THM-6llniearizationTHH.im
n

given f :M → N a smooth map

if dfp : TpM → Tf,p,N has maximal rank÷÷÷÷÷:÷÷÷÷÷::such that

① it m en the n'

-1

To o foot (x', . . .,Xm) -- (X', . . .

.
Xm
,
O
, . . . ,

O)

( so f looks like standard inclusion IRM-7 Rn )



② if men
,
then

To of o 9-
'

Ix '
,
. . .,
xm ) = ( x ', . .

.,
xn )(sof6ohslihestandardprojectionRm→lR

This theorem follows from

ThM-7(RanhE) :
-

if f : mm→ N " is a smooth map and

dfp : TpM → Tf,p,N has constant rank k

for all point p in some open set 0

then for all p E O, I coordinate charts

to : U→ V about p and

of : O→ T about f- Cp)
such thatn±÷÷÷÷÷÷:÷÷÷:¥÷÷:

Proof of Th ' 6 given The 7 i

-

we just need to see that if dfp has maximal rank

at p then there is a neighborhood 0 of p set
.

dfx has constant rank for x E O



This follows from

lemuroid:-
let 4 : S→Mat (n, m ; IR ) be a continuous

function from some space S to nxm matric lies

Then rank 4 : S→ R :p to rank ( 41ps)

is lower semi - continuous"%¥::h¥Ynn;:::;bhdoo
now since dfp written in local coordinates is an
nxm matrix that depends continuously on p
Iemma 8 and Th "7 ⇒ Th '

6.LT#Proofoflemma8-:
suppose 4Cp) has rank k

so 41ps is an nxm matrix and there is a kxk - submatrix
with rank k

let
UI : Mat (nm ; IR ) → N

A 1- det ( this hxh- submatrix)

exercise: show E is continuous

so I o 4 : S → IR is continuous and Io Yip) to



thus 3 an open set Ocs around p Sf.

I o 14×1 to the O

'

.
. x e O ⇒ rank 4Cx) is at least k

L#

to prove the rank theorem we need

lnversefunctiontheorey.itf : M →N is a smooth function and

dfp : Tp M → Tfcp, N
is an isomorphism,

then f is a local diffeomorphism nearp÷÷÷::s:i÷÷iiin→
Cdf

- 'Ifip, = (dfp)
"

exercise: prove this using the inverse function theorem
from calculus

ProofofThk7lRaahThm

assume rank df×= k tf x E O

for p C- O let 4 : U → V be chart about p CU cO)

To :O → T be chart about Hp)
(we may assume w

. log .

that Ocp ) -- O = To Cf CPD )



NI N

U f n

→

to to
nm

Nm
v to fool- '

V

¥0 - t
set F = do fool - I

note Fco) = O

write F Cx; . . . ,xm) = ( F'Cx ), . . . ,
Fnlx))

where x-- Cx ; . .
.,xm)

we can reorder Fi 's and xi's herechoose word charts)
5.t

. IF'
. .

.

2¥
5×1 2x K( :

÷
.

: ) is rank h
IFI 2 Fk
2x
' TXK

now write the coordinates Ex , y ) = Cx 's . . . , Xk, y
'

, . .
.,ym

-h )

and let Qlxoy) = ( F
'

,
. . .

.
Fk) and

Rex,y ) = ( Fk"
,

. . . ,
F " )

so Ffx , y) = ( Qlx, y), Rlxy))



and fff; ) is rank k ( so invertible )

let's"straightenoutedoman :
consider g : V→ IRM :(x. y)→ (Q ix. y), y )

"

dog..., -
'

II
n
) is invertible !

i. Inverse function theorem ⇒ F a smaller set

Voc V sf. gly : Vo →gcvo)

is a diffeomorphism
note god i 4-

'

(Vo ) → gWo) is a view coordinate

chart about p
NI N

⑧ to
ol -yvo)

aim
to to na

too toVo

µm
9199 "r
#

ol



write g-
' (x. y) = ( Atx. -D , Blay) )

T
first k words

SO

⇐y ) = gog- ' (x. y) = g (Atx, y) , B Hy) )

= (Q (Atx,y)
,
Bcxiy ))

,
Bley) )

i
. B (x.y) = y forall Hy)

so g
- '(x

, y ) = (A Cx, y) , y)

and Q (AHH
, y ) = X

i
. Fog -

'

ix. y ) = ( Q IA ix.y) , y ) , R (A ix. y) , y) )
- rel l

l l
X

TT Cx. Y)

and
a#g- ' Kay, =¥: FEI)

l l

dfg -in.yjd9I
rivertable

so dFog -t) has same rank as
d F which is h

( here is where
thus

;
= O for all ⇐ y) constant rank

comes in )

so Ri is only a function of x, not y !



so set Scx) = Rtx, o ) -

- R (x. y)

note :

Fog
- ' (x.y) = (x, SCH)

"
"

nowwestraightenoutrange :
set § : I- N

U

( lui . . .
,
uh)

,
Cv; . . . ,v

" - h) )H ( U, v- scull

x -
V

ago Inn ) has invertible
thus IFT ⇒ F t

.

c f such that

g : Jo →gait is diffeomorphism
note : go Fog

- '
Cx
, y) --g (x, six) )

= (X
,
S Cx) - Stx)) = (x, o )

so setting 4 : to
- '

Ivo ) →g Wo ) : gtgo peg )

yn : to - '(E)→gli ) : qtgoocg)
we get nyo fo y- ' (x,y) =go(§ of o of

') og
- '

Hey) = (Xo)

wer LEH


